|  |  |  |  |
| --- | --- | --- | --- |
|  | | **FACULTAD DE INGENIERÍA**  **MAESTRÍA EN INGENIERÍA DE SISTEMAS Y COMPUTACIÓN** | |
| **TRABAJO DE GRADO – PROPUESTA DE PROYECTO – PZ-2011-1-XX** | | | |
| **TÍTULO DEL PROYECTO** | **Reconocimiento multimodal de emociones y estados de ánimo en trabajadores de oficina** | | |
| **DATOS DEL ESTUDIANTE** | **Ronald Fernando Rodríguez Barbosa** | **CORREO**  **ELECTRÓNICO** | [rfernandorodriguez@javeriana.edu.co](mailto:rfernandorodriguez@javeriana.edu.co) |
| CC 80.927.833 | [ronaldraxon@gmail.com](mailto:ronaldraxon@gmail.com) |
| **DIRECTOR DE TRABAJO DE GRADO**  **ASESOR (opcional)** | Ing. Enrique González PhD | **MODALIDAD** | Investigación |
| [egon@javeriana.edu.co](mailto:egon@javeriana.edu.co) | **ÁREA DE ÉNFASIS** | Sistemas Inteligentes |
|  | **GRUPO Y LÍNEA DE INVESTIGACIÓN** | ISTAR – Educación |
|  | Sub-línea - Sistemas MultiAgentes |

|  |  |
| --- | --- |
| **OBJETIVOS** | **Objetivo General**  Diseñar una arquitectura multimodal para la detección de poses y actividades relacionados con emociones y estados de ánimo de personas que trabajan en ambientes de oficina, orientado a brindar asistencia para la evaluación de factores de riesgo psicosocial, mediante la captura de video por sistemas CCTV.  **Objetivos Específicos**   1. Analizar a partir del estado del arte, las técnicas, modelos y herramientas actuales de identificación de poses y actividades relacionados con emociones de personas, a partir de imágenes de video, con el fin identificar y caracterizar las oportunidades potenciales de un sistema de detección y clasificación, con enfoque multimodal. 2. Diseñar una arquitectura multimodal, que integre módulos de detección de expresiones faciales, posturas y acciones de una persona a partir de imágenes de video, para identificar y clasificar emociones y estados de ánimo. 3. Evaluar la precisión, el desempeño computacional y utilidad potencial del sistema propuesto, en la asistencia a la evaluación de factores de riesgo psicosocial, a través de su implementación parcial y puesta en operación controlada. |

|  |  |
| --- | --- |
| **PROBLEMA**  **DE**  **INVESTIGACIÓN**  **O**  **APLICACIÓN** | Existen situaciones en el entorno laboral, que pueden influir sobre la salud de las personas. A estas situaciones, se les conoce como factores de riesgo y son definidas como las posibles causas que pueden ser responsables de una enfermedad, lesión o daño, como consecuencia de la actividad que se realiza o el medio en el cual se permanece durante el desempeño de la actividad[1], [2]. Dentro del contexto mencionado, se pueden encontrar riesgos relacionados con agentes físicos, que implican aspectos como el ruido, la iluminación o la temperatura del entorno[3]; riesgos de tipo químico, que involucra el contacto con productos abrasivos[4]; riesgos de tipo biológico, que implica el contacto con seres vivos, exponiendo al trabajador a hongos, bacterias o virus[5]; riesgos de tipo mecánico, en el que por el uso de maquinaria o el desarrollo de una actividad, se está expuesto a efectos de vibración[6]; riesgos de tipo ambiental, que involucra la exposición de escenarios, donde existe una alta probabilidad de inundaciones, tormentas o contaminación[7] y riesgos de tipo psicosocial, que involucran aspectos como el estrés, la monotonía y la fatiga laboral por el exceso de horas trabajadas[8].  Dentro del tipo de factores de riesgo psicosocial, existen investigaciones que evidencian que algunas condiciones laborales y trabajos por turnos, generan factores de riesgo relacionados con el sedentarismo[9] el estrés[10] y la depresión[11]. En Colombia, el Ministerio de Salud de reportó un total de 9.653 casos de enfermedades de naturaleza laboral durante el 2017, manifestados en diferentes actividades económicas como: comercio, hoteles, restaurantes, servicios domésticos, entre otros[12]. Adicionalmente, como se aprecia en la figura 1, se registró un total de 1.078 casos críticos de salud mental por exposición a factores de riesgo ocupacional, de los cuales, 165 casos ocurrieron en la ciudad de Bogotá[13].  *Figura 1*. *Casos de salud mental atendidas por exposición a factores de riesgo ocupacional (2009-2017)*  En la actualidad, existen métodos y procedimientos que facilitan la prevención de factores de riesgo psicosocial. Entre los más comunes se encuentra la disposición de equipos y entornos de trabajo que favorecen la higiene postural[14]; las actividades para la concientización y adopción de buenas prácticas[15] y el empleo de cuestionarios como el de Copenhagen[16] para la valoración del entorno de trabajo. Otros referentes, se enfocan el monitoreo factores de riesgo psicosocial mediante el estudio de emociones negativas en el lugar de trabajo[17]; el análisis de correlación entre la depresión y el síndrome de desgaste profesional [18] y la asociación de desórdenes musculoesqueléticos[19] con el estrés[20]. Algunos de estos trabajos, han dado como resultado, la implementación de controles de carga estrés en las extremidades y otras partes del cuerpo a partir de sensores[21]; la evaluación de estrés en personas, empleando imágenes de electroencefalograma [22] y el reconocimiento de las actividades diarias de las personas mediante productos electrónicos portátiles, para predecir su estado de ánimo[23]. Si bien estos avances representan un gran potencial para la industria[24], existen estudios como el de Shall Mark[25], en el que se manifiestan las implicaciones de costo y la privacidad de las personas existen como limitaciones y barreras para su adopción.  Por otra parte, existen soluciones comerciales que emplean técnicas de inteligencia artificial computacional para la detección y generación de alertas ante factores de riesgo laboral[26]. Su enfoque, se centra en la seguridad del entorno, detectando de situaciones de peligro o escenarios con potencial de riesgo para los trabajadores[27], [28]. No obstante, para la detección o valoración de factores de riesgo psicosocial, existen plataformas comerciales [29]-[31] orientadas al acompañamiento en línea que, si bien se apoyan en técnicas de inteligencia artificial para el diagnóstico de condiciones como la depresión, el déficit de atención, la ansiedad, el riesgo de suicido, entre otros; requieren la interacción por parte de los usuarios con la plataforma ya que detectar condiciones relacionados con la mental puede llevar meses, según lo manifiesta Abhishek Chandra[32]  El problema informático que abordará este proyecto; es el diseño de una arquitectura multimodal para la identificación y clasificación de emociones y estado de ánimo de las personas, a partir de técnicas de inteligencia y visión artificiales. Su reto tecnológico, se enfocará en el enriquecimiento de características, mediante la integración del reconocimiento de expresiones faciales, posturas y acciones en imágenes de video, teniendo en cuenta las limitaciones de los sistemas convencionales de vigilancia que puedan estar disponibles en las instalaciones. El caso de referencia definido para el desarrollo del proyecto, son las oficinas del área de consultoría y transformación digital de la empresa Vector ITC Colombia. Este caso de referencia se selecciona debido a su afinidad con la problemática propuesta y la colaboración de la empresa con el investigador, mediante la asesoría del área de recursos humanos y el acceso de las imágenes de video, provenientes del circuito cerrado de televisión. |

|  |  |
| --- | --- |
| **METODOLOGÍA** | |
| **DESCRIPCIÓN GENERAL** | El presente proyecto, se llevará a cabo en 3 fases principales consecutivas:   1. Investigación y análisis. 2. Diseño del sistema. 3. Evaluación del sistema.   En la primera fase, se realizará un análisis del estado del arte en el que se establecerá un contraste con el caso de referencia y determinando los requerimientos clave para el contexto. Posteriormente, se lleva a cabo un análisis de las posibilidades y limitaciones de los trabajos y publicaciones en los que se aborda el reconocimiento de poses y actividades relacionados con las emociones en personas, con el fin de realizar una caracterización y determinar los aspectos tecnológicos más relevantes para el diseño del sistema.  En la segunda fase, se enlistan los requerimientos funcionales y aspectos tecnológicos identificados en la primera fase y se plantea un diseño inicial del sistema definiendo las capas y componentes para el procesamiento multimodal de imágenes de video. Para cada componente, se definen las funcionalidades y se validan conceptualmente con el escenario del caso de referencia. A partir del diseño inicial, se plantean dos o tres alternativas de solución, los cuales se evaluarán con diferentes criterios y se determinará como más apto para el contexto, aquel que tenga la calificación más alta.  En la tercera fase, se refina el diseño a partir de las lecciones aprendidas y posteriormente, se desarrolla un prototipo funcional, el cual se implementa y se pone a prueba siguiendo un protocolo experimental para evaluar el desempeño y la precisión en la clasificación de emociones en las personas a partir de la clasificación de poses y actividades reflejadas en imágenes de video extraídas del sistema CCTV. Finalmente, se efectúa una prueba de concepto en la que el personal de recursos humanos de la empresa Vector ITC Group Colombia, evalúa la usabilidad del sistema para la evaluación de riesgos psicosociales en una oficina. |
| **FASE 1**  **INVESTIGACIÓN Y ANÁLISIS** | Durante esta fase, se realiza el estudio de los trabajos y publicaciones sobre las técnicas, modelos y herramientas de sistemas para la detección de emociones a partir del procesamiento multimodal de imágenes de los gestos, poses corporales, expresiones faciales y movimiento de la cabeza. Posteriormente, se realizará una revisión de publicaciones de disciplinas relacionadas, que involucren el uso de expresión o lenguaje corporal en el diagnóstico de emociones y que puedan ser utilizados para la definición de descriptores potenciales.  A partir de la base de artículos obtenida, se realizará un cuadro comparativo que identifique y relacione claramente los aportes de cada uno de los trabajos. Se establecerá un proceso de evaluación a partir de criterios, en donde se identifiquen al menos 3 aportes por cada una de las publicaciones. Por cada uno de los aportes, se profundizará con claridad su aplicación dentro del proyecto de investigación y se establecerá una lista de requerimientos en conjunto con el área de recursos humanos, haciendo énfasis en los datos que pueden proporcionar mayor valor en un proceso de evaluación de riesgos psicosociales.  Teniendo en cuenta la lista de requerimientos y aportes, se realizará una revisión de las herramientas y marcos de trabajo disponibles para la construcción e implementación del prototipo funcional del sistema. Al igual que la evaluación de los aportes, se realizará una preselección siguiendo una calificación criterios, entre los cuales se considerará: disponibilidad de la herramienta, facilidad de Implementación y documentación existente. Posterior a la evaluación anterior, se recopilará una serie de videos las que por medio de escenarios actuados se muestren las poses y acciones más relevantes en la detección de emociones. Estos videos deben extraerse de la base de datos del sistema CCTV de las instalaciones de la empresa donde se llevará a cabo la prueba de concepto. Adicionalmente, se realizará una revisión de las bases de datos disponibles similares al contexto del caso de referencia y se tomarán como prueba para evaluar la robustez del sistema. Dicha revisión también servirá para establecer un estándar en las condiciones y duración que deberían tener los videos para la experimentación.  Una vez recopilada la información anterior, se conformará un protocolo experimental en el que se evaluará la capacidad de clasificación del sistema a partir de su porcentaje de precisión y tiempos de respuesta en cada uno de los siguientes aspectos: detección de personas, detección de poses, detección de actividades y clasificación de las emociones definidas con el área de recursos humanos. El protocolo experimental, manifestará los resultados obtenidos, para cada una de las poses, actividades y emociones, discriminando la cantidad de descriptores utilizando, modelo o modelos implementados, el género y rangos de edad de las personas capturadas en imágenes, entre otros aspectos que puedan considerarse relevantes.  Las actividades para esta fase de investigación y análisis son las siguientes:   1. Revisión bibliográfica de detección de emociones con enfoque multimodal 2. Revisión bibliográfica de uso de expresión o lenguaje corporal en el diagnóstico de emociones. 3. Definición de descriptores potenciales (revisión en psicología). 4. Elaboración de cuadro comparativo de trabajos 5. Elaboración de lista inicial requerimientos. 6. Revisión de herramientas y marcos de trabajo 7. Revisión de técnicas y herramientas para integración de sistemas de detección de emociones con sistemas CCTV 8. Recopilación de imágenes de video de caso de referencia 9. Recopilación de bases de datos con características similares al caso de referencia 10. Elaboración de cuadro comparativo de herramientas. 11. Conformación del protocolo experimental   Los entregables de la fase de investigación y análisis serán los siguientes:   1. Documento de ecuaciones de búsqueda, extracción de aspectos y estadísticas bibliográficas de sistemas de detección de emociones. 2. Documento de ecuaciones de búsqueda, extracción de aspectos y estadísticas bibliográficas de técnicas de psicología en el uso de lenguaje y expresión corporal en la detección de emociones. 3. Lista de descriptores potenciales encontrados en revisión de bibliografía en psicología. 4. Cuadro comparativo de aportes de publicaciones (técnicas, modelos y/o arquitecturas) 5. Lista de requerimientos del sistema. 6. Cuadro comparativo de herramientas y/o marcos de trabajo. 7. Caracterización es especificaciones de la base de imágenes, extraída del CCTV 8. Lista de bases de datos con resumen de características. 9. Documento de protocolo experimental. |
| **FASE 2**  **DISEÑO INTELIGENTE** | En esta fase se diseña el sistema de reconocimiento que deberá cumplir con los requerimientos necesidades identificadas y caracterizadas de la fase de análisis. Se entrega un documento con el diseño, en el cual se adicionan las oportunidades identificadas y caracterizadas de la fase de análisis con la fase de diseño. Posteriormente, se modifica el modelo actual de forma iterativa, presentado otras alternativas de solución con cambios de complejidad alta y baja. Para la selección de la alternativa de solución se van a tener criterios cómo: mantener funcionalidades previas, beneficios del nuevo cambio, nivel de impacto del cambio que aporta a la evaluación de factores de riesgo psicosocial entre otros criterios que se definirán en la fase de diseño.  Dichas aproximaciones son implementadas mediante el uso de técnicas de Inteligencia artificial como máquinas de vectores de soporte (SVM) [33], redes neuronales profundas (DNN) [34], redes neuronales convolucionales (CNN) [35] y la combinación de varias de ellas con sensores portátiles y cuestionarios [36].  existen publicaciones que están orientados al análisis observación y valoración de conductas de personas con problemas o trastornos mentales[37]; el entendimiento de la forma en que los humanos perciben las emociones de otras personas [38]; la interpretación del lenguaje corporal[39] y técnicas de reconocimiento y clasificación emociones mediante expresiones faciales[40]. Adicionalmente, como una extensión a las anteriores aproximaciones, se han concebido aplicaciones multimodales [41], que se caracterizan por el uso más de una modalidad o canal para obtener datos como medios visuales [42], audiovisuales[43] y texto [44]. Sin embargo, aunque los resultados obtenidos con algunas soluciones multimodales, están orientados a la identificación de aspectos relacionados con desordenes compulsivos [45]; establecer patrones en la dinámica en la apariencia facial para clasificar emociones relacionadas con la depresión [46] y discriminar los episodios de alto estrés [47];  El diseño e implementación del prototipo funcional se basará en los trabajos de Mauricio Abello Rodríguez[48], Javier Alcalá Vásquez[49] y Daniel Steven Valencia[50], egresados del programa de Maestría de Ingeniería de Sistemas y Computación de la Pontificia Universidad Javeriana.  Para el desarrollo de esta fase se realizarán las siguientes actividades:   * Documento de definición de las capas y componentes del modelo informático de integración. * Documento de definición de funcionalidades de los componentes y las capas del sistema. * Documento de diseños de sistema de reconocimiento, con la documentación relacionada. * Documento de evaluación de diseño por parte de los usuarios finales. (Expertos en salud ocupacional)   La fase de diseño se desarrolla ……..  Para el desarrollo de esta fase se realizaran las siguientes actividades:   1. Definición del caso según criterios de solución. 2. Definición del protocolo de pruebas. 3. Simulación del caso. 4. Implementación del prototipo que representa el modelo diseñado. 5. Verificación del funcionamiento. |
| **FASE 3**  **XXXXXX** | Se hace un análisis de correlación de necesidades y funcionalidades, con esta información se generan las necesidades y posibilidades del modelo de integración. Fase 2 – Diseñar: Se plantean dos o tres alternativas de solución para el nuevo modelo, los cuales se van a evaluar (según metodología TAM) y elegir una ganadora que representara el nuevo diseño del modelo extendido.  El modelo de aceptación de tecnología, conocido por sus siglas en inglés TAM (technology acceptance model) es una teoría de [sistemas de](https://es.wikipedia.org/wiki/Sistema_de_informaci%C3%B3n) información que modela cómo los usuarios llegan a aceptar y utilizar una tecnología. El modelo sugiere que cuando los usuarios se enfrentan con una tecnología nueva, existen un conjunto de factores que influyen en su decisión sobre cómo y cuándo lo utilizarán, especialmente:  Utilidad percibida (PU): fue definido por Davis como el grado en el cual una persona cree que utilizando un sistema particular lo destacará a él o a su rendimiento en el trabajo  Facilidad percibida de uso (PEOU): Davis lo definió como el grado en el cual una persona cree que utilizando un sistema particular se liberará del esfuerzo  Disfrute percibido (PD): Se refiere al grado en el cual una persona encuentra una actividad placentera al utilizar la tecnología La fase de diseño se desarrolla ……..  Para el desarrollo de esta fase se realizaran las siguientes actividades:   1. Definición del caso según criterios de solución. 2. Definición del protocolo de pruebas. 3. Simulación del caso. 4. Implementación del prototipo que representa el modelo diseñado. 5. Verificación del funcionamiento. |

|  |  |
| --- | --- |
| **RESULTADOS ESPERADOS** | |
| **ASIGNATURA MISyC PROYECTO 1** | *Cada uno de los entregables se enuncia en forma clara y concreta; debe ser fácil evaluar si se ha cumplido con el compromiso. Debe haber coherencia entre los entregables y la metodología. En algunos casos, si se requiere, se puede delimitar el alcance del resultado a entregar.*  *nomenclatura diferencia claramente en que asignatura se realizará la entrega*  Documento de análisis comparativo de arquitecturas de agentes adaptativos. En el análisis se incluyen únicamente las aproximaciones centradas en metas. |
| Artículo que presenta el modelo y los resultados del caso de estudio xxxx. Este artículo será presentado para publicación en una revista indexada nacional. |
| Software XXXX que implementa el modelo propuesto. Además de los programas fuentes y ejecutables, se entregará la documentación técnica y el manual de instalación y uso. Este software será abierto y su uso se regirá por la licencia GPL. |
| **ASIGNATURA MISyC PROYECTO 2** | Documento de análisis comparativo de arquitecturas de agentes adaptativos. En el análisis se incluyen únicamente las aproximaciones centradas en metas. |
| Software XXXX que implementa el modelo propuesto. Además de los programas fuentes y ejecutables, se entregará la documentación técnica y el manual de instalación y uso. Este software será abierto y su uso se regirá por la licencia GPL. |
| Artículo de la arquitectura de la solución: Artículo que presenta el modelo y los resultados del caso de estudio xxxx. Este artículo será presentado para publicación en una revista indexada nacional. *También se deben incluir los artículos que se van a generar a partir del trabajo indicando el tema central y a qué tipo de publicación se planea someterlos para publicación* |
| **ASIGNATURA MISyC PROYECTO 3** |  |
|  |
| Artículo de la evaluación de la solución aproximación. *También se deben incluir los artículos que se van a generar a partir del trabajo indicando el tema central y a qué tipo de publicación se planea someterlos para publicación* |

*.*

|  |  |
| --- | --- |
| **PROSPECTIVA DE INNOVACIÓN** | |
| **POTENCIAL DE INNOVACIÓN** | *Describa brevemente, en máximo 10 líneas, cuál es el aporte potencial de innovación del conocimiento, tecnología y/o productos generados en el proyecto. Identificar prospectiva social y/o empresarial.*  La novedad de este trabajo radica en el reconocimiento multimodal de emociones de un niño relevantes al proceso de aprendizaje en un contexto educativo con participación de un robot humanoide. Este trabajo tiene potencialidad de ser aplicado a emprendimientos de robótica en interacción directa con seres humanos en contextos de aprendizaje. En particular, desarrolla una tecnología capaz de mejorar la integración con el usuario y se prueba en situaciones de carácter educativo. Es posible el desarrollo de proyectos empresariales para entidades educativas, como es el caso de actividades de tutoría en ciencia, tecnología, ingeniería y matemáticas. El resultado final del proyecto contribuirá al desarrollo del conocimiento en el campo de la robótica educativa, específicamente en el reconocimiento de emociones, por lo que podrá ser aplicado en otros contextos HCI como los robots asistentes, cuidado de personas y situaciones en que la valoración del estado emocional de la persona contribuya a una mejor experiencia y beneficio para el usuario.  El desarrollo de XXX permitirá generar un producto que al evolucionar se convertirá en una gran empresa ………  Alternativas de procesamiento multimodal de imágenes para la detección de emociones en entornos laborales  Aporte a salud ocupacional  Privacidad y cuidado de la identidad  Modelo de negocio para análisis |
| **PROPIEDAD INTELECTUAL** | *Especifique claramente cómo se propone manejar la propiedad intelectual en el marco del proyecto. En caso de que el proyecto sea con participación de una empresa o se desarrolle en el marco de un proyecto de investigación registrado ante una institución, se debe hacer referencia explícita a estos marcos de trabajo y describir sin ambigüedad los aspectos de propiedad intelectual.*  Esta investigación se desarrolla en forma independiente y a la vez contribuye al marco de la tesis de doctorado, en curso, del estudiante John Jairo Páez Rodríguez: Aprendizaje de la estrategia de Análisis de Medios-Fines a través de un robot antropomórfico que da soporte metacognitivo y emocional. El software producto de este trabajo de grado se licenciará bajo el modelo de software libre con licencia Apache o GPL según se requiera para la compatibilidad con los componentes de reconocimiento evaluados durante el proyecto. Se entregará el código fuente completo de tal forma que nuevos proyectos puedan utilizar el resultado del trabajo en el desarrollo de proyectos de investigación.  Este trabajo de grado se realizará dentro del marco de investigación del grupo de investigación SIDRe (Sistemas de Información, Sistemas Distribuidos y Redes) de la Pontificia Universidad Javeriana de Bogotá. El estudiante aportará en una de las etapas del desarrollo de la arquitectura del proyecto de investigación Ayllu, con registro ante Vicerrectoría 05238-25. Este trabajo se realizará a partir de los modelos conceptuales y de las herramientas ya desarrolladas por el grupo SIDRe. El resultado del proyecto aportará al marco global del desarrollo del grupo SIDRe, servirá como base para futuros trabajos y proyectos del grupo, y estará a disposición del grupo SIDRe, sin ninguna restricción de uso, ya sea este académico ó empresarial. El software producto de este trabajo de grado se licenciará bajo el modelo de software libre con licencia GPL. |

|  |
| --- |
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